
International Journal of Computational Intelligence and Informatics, Vol. 5: No. 1, June 2015

ISSN: 2349 - 6363                                                                                                                                                   7

An atlas based approach to segment the hippocampus 
from MRI of human head scans for the diagnosis of 

Alzheimer’s disease 
K. Somasundaram
Image Processing Lab, 

Department of Computer Science 
and Applications, Gandhigram.
ka.somasundaram@gmail.com

T. Genish
Image Processing Lab, 

Department of Computer Science 
and Applications, Gandhigram.

th.genish@gmail.com

T. Kalaiselvi
Image Processing Lab,

Department of Computer Science 
and Applications, Gandhigram.

kalaivpd@gmail.com

Abstract-The Hippocampus in a human brain is the focus of neuro imaging research for the recent years 
due to its important role in memory processes and the significance in neurological and psychiatric 
disorders. Hence the segmentation of hippocampus from MRI is inevitable to identify the diagnosis and 
the disease progression. But, the extraction of hippocampus is a tedious task since it is smaller in size and 
has a vague boundary. To facilitate the segmentation, in this paper we propose a method to segment Hc 
from MRI of human head scans. This segmentation method constitutes two phases. In the first phase, the 
approximate location of Hc in the input image is identified by atlas based approach. From that location, 
an enclosed rectangle called region of interest (ROI) is derived.  In the second phase the ROI is processed 
by applying conservative smoothing and top-hat filter to preserve the edges of hippocampus. The filtered 
image is then binarized using Riddler Calvard method to differentiate the hippocampus from other 
irrelevant structures. Finally, hippocampus alone is segmented by Connected Component Analysis 
(CCA).
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I. INTRODUCTION 
The Hippocampus (Hc) is a part of limbic system situated in the Medial Temporal Lobe (MTL) of a human 

brain. The Hc plays a vital role in spatial memory, integrating external with internal signals to form a spatial and 
temporal orientation of oneself in the environment [1]. The dysfunction of Hc leads to various neurodegenerative 
diseases such as Alzheimer’s Disease (AD), post-traumatic stress disorder, major depression and schizophrenia 
[2].

Structural neuro imaging provided potential way in predicting the onset of AD in mild cognitive impairment 
(MCI) subjects [3] [4]. In the beginning of 1980’s, the Magnetic Resonance Imaging (MRI) technique provided a 
tool for examining the alterations in brain anatomy [5]. It is the non-invasive and non-ionizing imaging modality 
to image the human anatomy. Nowadays, MRI is used extensively in identifying anatomical origins of 
Alzheimer’s disease [6]. 

The segmentation of Hc by manual is considered to be a gold standard for volumetric assessment [7]. But, the 
manual segmentation causes low inter, intra-rater variability and time consumption (30-60 min per Hc) [8]. To 
address these drawbacks, automatic segmentation methods have been developed. However, developing automatic 
methods to segment Hc is still a challenging task due to its anatomically varying smaller size (≈ 35 x 15 x 7 
mm3) and the lack of clearly defined edges [9]. Some of the automatic and semi-automatic methods to segment 
hippocampus from MRI of human head scans are described below.  

The atlas based method is a commonly used segmentation technique. J. M. P. Lotjonen et.al, [10] presented a 
segmentation method in which the atlas is randomly selected from a database. The similarity of intensity is then 
measured between atlas image and the target image. R. A. Heckemann et.al, [11] and Rohlfing et. al, [12] 
performed multiple registrations from all the atlases to the target and fusing the results to generate the target 
segmentation. Chupin et.al, [13] developed a hybrid segmentation method that uses probabilistic atlas built from 
16 young controls and registered using Statistic Parametric Mapping (SPM). Pablo Mesejo et.al, [14] describe the 
parameters of an empirically-derived deformable model of the hippocampus which maximize its overlap with the 
corresponding anatomical structure in histological brain images. Baillard et.al, [15] describe a level set formalism 
in which a closed 3D surface propagates towards the desired boundaries through the iterative evolution of a 4D 
implicit function. 

The segmentation method is proposed by Shiyan Hu et. al, [16] which combines level set and active 
appearance models. An approach to segment hippocampus is presented by Courtney A. Bishop et. al, [17] using 
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the Sethian Fast Marching technique to grow a hippocampal ROI from an automatically-defined seed point. A 
method that uses manually labelled image data to provide anatomical training information is proposed by Brian 
Patenaude et. al, [18]  uses Active Shape and appearance models. An automatic method is proposed by Juan Zhou 
et. al, [19] in which a fuzzy templates are created based on intensity, spatial location, and relative spatial 
relationship among structures from a set of training images by defining the fuzzy membership functions. 

In this paper, we propose a technique to segment hippocampal from MRI of human head scans using atlas 
based technique. The remaining part of the paper is organized as follows. In section II, the proposed method is 
explained. The materials used are given in section III. In section IV, results and discussions are given. In section 
V, the conclusion is given.

II. PROPOSED METHOD
In the proposed method, an atlas image is generated using ITK-SNAP [20]. By using the atlas image, the 

region of interest (ROI) for the given input image is derived. The conservative smoothing and morphological top-
hat filter are applied to the ROI to distinguish the boundary of Hc. The filtered image is then binarized using 
Riddler Calvard thresholding technique. Finally, the hippocampus alone is segmented using CCA. The flow chart 
of the proposed method is shown in Figure. 1.  
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Figure 1. Flow chart of the proposed method 
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B. Phase 1: Generating an atlas image for Hc
In preprocessing, accurate location of Hc is found. It will help to segment Hc easier. To achieve this, we take 

n number of segmented Hc portions using ITK-SNAP and generate an atlas image A by taking the union of all the 
Hc as:

(1)

where, Hci is the ith hippocampal image segmented by ITK-SNAP. From eqn. 1, the atlas image for right Hc 
(ARight) and left Hc (ALeft) are generated. The block diagram for obtaining the ARight is shown in Figure. 2.

 Figure 2. Block diagram of generating an atlas image for right Hc 

C. Obtaining ROI from the atlas image 
The computation is made from top-left to bottom-right of an atlas images.  At some region, the occurrence of 

non-zero pixel begins at one point and ends at another point both in horizontal and vertical directions. From these 
points, an enclosed rectangle is formed from ARight and ALeft. They are shown in Figure. 3. Hereafter, these 
enclosed rectangles are termed as ROIRight and ROILeft. Now, the total number of pixels to be processed is 
reduced.

The boundary of Hc is not clear in both the ROIs. To get rid of the false boundaries and to enhance the 
contrast, Conservative Smoothing (CS) and top-hat filtering are applied on two ROIs. The refined ROIs are then 
binarized using Riddler Calvard thresholding technique.  

                       (a)                                                           (b)                                              (c)                                            (d)
Figure 3. ROI (a) ARight (b) ALeft (c)  ROIRight (d) ROILeft 
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D. Conservative smoothing and top-hat filtering

Conservative smoothing [21] is a simple, fast filtering algorithm that suppresses noise in an image. It is 
applied to the ROIs to get refined edges. The conservative smoothing (CS) finds the minimum and 
maximum intensity values in a windowed region (3x3). If the intensity of a central pixel is greater than the 
maximum value, it is set equal to the maximum value and if the central pixel intensity is less than the 
minimum value, it is set equal to the minimum value. The output pixel will remain unchanged if the central 
pixel lies within the intensity range (> minimum < maximum). Figure. 4. shows the process of applying CS. 
The algorithm of CS is given as:

Step 1: Arrange the elements (excluding center pixel) in the mask in ascending order.

Step 2: Find the maximum (max) and minimum (min) values from the list.

      Step 3: Apply smoothing as:

CSRight (x,y) = max if ROIRight (xi) > max

                                               = min if ROIRight (xi) < min

                                               = xi otherwise.

where, xi is the center pixel in 3x3 mask. The CS is also applied to ROILeft to get CSLeft.

 Figure 4. Conservative smoothing processt 

After applying conservative smoothing, the new smoothed images called CSRight and CSLeft are obtained. Now, 
the boundary becomes clear and free from false edges. Then the contrast of these smoothed images is enhanced 
by top-hat filter (TH) to differentiate Hc and non Hc pixels. The top hat filtering process is given as:

( )TH CS CS BRight Right Right = -
                (2)

where, CSRight is the smoothed image, CSRight∘B  is a morphological opening of the smoothed image CSRight 
with 3x3 structuring element B. The TH is also applied to CSLeft. After top hat filtering, we get new images 
THRight and THLeft. The Riddler Calvard technique is then applied to both THRight and THLeft to get a binary 
image.The Riddler Calvard is an iterative method [22] where the initial threshold T1 is computed as:

1
1 0

n
T x Ni

i


 
   (3)

where, xi is the intensity of ith pixel varies from 0 to 255 and N is the total number of pixels in THRight. By 
using eqn. (3), the THRight is separated in to two modes M1 and M2 as:

 THRight (x, y) = M1 if xi>= T1                                                                                      

                    = M2 otherwise   (4)

       Now, the new threshold T is computed as:

1 11 2
(( ) ( ))/21 1 2 2

0 0
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     (5)

where, C1 is the number of pixels in M1 and C2 is the number of pixels in M2. The eqn. 4 and eqn. 5 are 
iteratively computed until T and T1 get closer. The THRight (x, y) is then converted to a binary image g using the 
optimum threshold T as:
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BinRight (x, y) = 1 if THRight (x, y) > = T                                       

              = 0 otherwise                               (6)

Similarly, THLeft is also converted to a binary image. From the binarization, two new images called BinRight 
and BinLeft are obtained.  Finally by using CCA, the right Hc (HcRight) and left Hc (HcLeft) are segmented from 
BinRight and   BinLeft respectively. The CCA is computed as follows:

Step 1: The image is scanned from left to right, top to bottom. If the current pixel is 1, then 

a. If only one of the upper or left pixels has a label, copy this label to the current pixel.

b. If both have the same label, copy this label.

c. If they have different labels, copy one label and mark these two labels as equivalent.

d. If there are no labeled neighbors, assign it with a new label.

Step 2: The labeled image is scanned and replaces all equivalent labels with a common label.          

From the labels computed by CCA, the label for the hippocampus is taken as a mask and is segmented from 
the original image.

III. MATERIALS USED
To validate the robustness of the proposed method, we have used T2 weighted coronal dataset collected from 

Neuro imaging Informatics Tools and Resources Clearinghouse (NITRC). This dataset consists of 10 volumes 
and each volume has 24 images with manual segmented slices. Out of 24 slices, only 18 contain the portion of 
hippocampus. The resolution of an image is 504 x 512 pixels.  

IV. RESULTS AND DISCUSSIONS
To evaluate the proposed method quantitatively, the parameters such as Dice, Sensitivity, Specificity, 

Precision and Recall are computed using Eqs. (7)-(11). The results are compared with existing single atlas and 
multi-atlas segmentation methods [23]. The result generated by the proposed method is shown in Figure. 5. The 
Dice coefficient (D) [24] is given as:

( , ) 2  
A B

D A B
A B

=
+


(7)  

where, A is the manual segmented Hc and B is the Hc segmented by the proposed method. The similarity 
index D gives a value zero if the segmentations are not overlapping and the value one for the perfect overlap.

The sensitivity (S), [25] is the percentage of ROI voxels recognized by an algorithm and specificity (Sp) is the 
recognition of the pixels as Non-ROI by the proposed method. They are given as:

TPS
TP FN

=
+

(8)

 TNSp
TN FP

=
+ (9)

where, True Positive (TP) and False Positive (FP) are the total number of pixels correctly and incorrectly 
classified by the proposed method. True Negative (TN) and False Negative (FN) are defined as the total pixels 
correctly and incorrectly classified pixels by the proposed method. The Precision (P) and Recall (R) [26] 
represent the measure of relevance. They are given as:

A BP
B


  (10)

A BR
A


                (11)
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                     (a)                            (b)                                (c)                        (d)                                 (e)
                   Figure 5. Segmented Hippocampus. (a) Original slices (b) BinRight (c) BinLeft (d) HcRight (e) HcLeft 

The average Dice coefficient, precision and recall values computed using the proposed method and other 
existing methods are given in Table I. The average S, Sp value of the proposed method are 99.94, 93.89 while it 
is 99.50, 98.89 for knowledge based localization method [27]. 

TABLE I. THE AVERAGE VALUES OF D, P, R CO-EFFICIENT COMPUTED USING
PROPOSED METHOD AND OTHER EXISTING METHODS

Method No. of 
Datasets D P R

Proposed 
10 0.82 0.77 0.88

Multi-atlas + 
Expectation 

Maximization
30 0.81 0.76 0.87

Single atlas 17 images 0.66 0.69 0.76

V. CONCLUSION

We have developed a new method to segment the hippocampus from MRI of human brain. The proposed 
method uses atlas based approach to define the ROI. The conservative smoothing and trimmed mean filters are 
used to remove false boundary and to enhance the contrast of ROI. The Riddler Calvard method is applied to 
convert ROI into a binary one. Finally, the CCA is used to segment the Hc alone from ROI. Experimental results 
obtained by the proposed scheme show that it performs better than the existing single atlas and multi-atlas 
segmentation methods. The average value for Sensitivity and Specificity is 99.94 and 93.89. Similarly, the 
average value for Dice, Precision and Recall is 0.82, 0.77 and 0.88 for the proposed method while it is 0.81, 0.76 
and 0.87 for the Multi-atlas based method and 0.66, 0.69 and 0.76 for the single atlas based method. The number 
of dataset used in the proposed method is 10 whereas it is 30 and 17 images in Multi-atlas and single atlas based 
methods.



International Journal of Computational Intelligence and Informatics, Vol. 5: No. 1, June 2015

13

REFERENCES
[1] D. Louis Collins and Jens C. Pruessner, “Towards accurate, automatic segmentation of the hippocampus and amygdala 

from MRI by augmenting ANIMAL with a template library and label fusion”, NeuroImage, vol. 52, pp. 1355–1366, 
2010.

[2] D.M Bannerman, J.N.P Rawlins, S.B McHugh, R.M.J Deacon, B.K Yee, T Bast, W.N Zhang, H.H.J Pothuizen and J 
Feldon, “Regional dissociations within the hippocampus memory and anxiety”, Neuroscience & Biobehavioral 
Reviews, vol. 28, pp. 273–283, 2004. 

[3] Misra, C., Fan, Y., Davatzikos, C., “Baseline and longitudinal patterns of brain atrophy in MCI patients, and their use in 
prediction of short-term conversion to AD: results from ADNI”, Neuroimage 44 (4), pp. 1415–1422, Feb 2009.

[4] Teipel, S., Born, C., Ewers, M., Bokde, A., Reiser, M., Möller, H., Hampel, H., 2007.”Multivariate deformation-based 
analysis of brain atrophy to predict Alzheimer's disease in mild cognitive impairment”, Neuroimage 38 (1), 13–24.

[5] Nicole L Batsch, Mary S Mittelman and Alzheimer’s Disease International, World Alzheimer Report 2012: 
“Overcoming the stigma of dementia”, pp. 1-75, 2012.

[6] Andrea Chincarini, Paolo Bosco, Piero Calvini, Gianluca Gemme, Mario Esposito, Chiara Olivieri, Luca Rei, Sandro 
Squarcia, Guido Rodriguez, Roberto Bellotti, Piergiorgio Cerello, Ivan De Mitri, Alessandra Retico, Flavio Nobili, 
“The Alzheimer's Disease Neuroimaging Initiative, Local MRI analysis approach in the diagnosis of early and 
prodromal Alzheimer's disease”, NeuroImage, vol.58 , pp. 469–480, 2011.

[7] McHugh TL, Saykin AJ, Wishart HA, Flashman LA, Cleavinger HB, Rabin LA, Mamourian AC and Shen L, 
“Hippocampal volume and shape analysis in an older adult population”, Clin Neuropsychol, vol. 21, pp.130-145, 2007.

[8] D. Louis Collins and Jens C. Pruessner, “Towards accurate, automatic segmentation of the hippocampus and amygdala 
from MRI by augmenting ANIMAL with a template library and label fusion”, NeuroImage, vol. 52, pp. 1355–1366, 
2010.

[9] K. Amunts, O. Kedo, M. Kindler, P. Pieperhoff, H. Mohlberg, NJ. Shah, U. Habel, F. Schneider and K. Zilles, 
“Cytoarchitectonic mapping of the human amygdala, hippocampal region and entorhinal cortex: intersubject variability 
and probability maps”, Anat Embryol, vol. 210, pp. 343-52, 2005.

[10] J. M. P. Lotjonen., R. Wolz., J. R. Koikkalainen., L. Thurfjell., G. Waldemar., H. Soininen., D. Rueckert and The 
Alzheimer’s Disease Neuroimaging Initiative, “Fast and robust multi-atlas segmentation of brain magnetic resonance 
images”, NeuroImage, Vol. 43, 2352–2365, 2010.

[11] R. A. Heckemann, J. V. Hajnal,  P. Aljabar, D. Rueckert and A. Hammers, “Automatic anatomical brain MRI 
segmentation combining label propagation and decision fusion”, NeuroImage, Volume 33, Issue 1, 15 October 2006, 
Pages 115–126.

[12] Rohlfing, T., Brandt, R., Menzel Jr., R., C. R.M., 2004. “Evaluation of atlas selection strategies for atlas-based image 
segmentation with application to confocal microscopy images of bee brains”, Neuroimage 21, 1428–1442.

[13] M. Chupin, A. Hammers, E. Bardinet, O. Colliot,  R.S.N Liu, J.S. Duncan, L. Garnero and L. Lemieux, “Fully 
automatic segmentation of the hippocampus and the amygdala from MRI using hybrid prior knowledge”, MICCAI 
2007, Lecture Notes Computer Science, Vol. 4791, pp. 875–882, 2007.

[14] P. Mesejo, R. Ugolotti, F. D. Cunto, M. Giacobini and  S. Cagnoni, “Automatic hippocampus localization in 
histological images using Differential Evolution-based deformable models, Pattern Recognition Letters”, vol. 34, pp. 
299–307, 2013.

[15] C Baillard, P Hellier and C Barillot, “Segmentation of brain 3D MR images using level sets and dense registration”, 
Medical Image Analysis, vol. 5, pp. 185–194, 2001.

[16] Shiyan Hu, Pierrick Coupe, Jens C. Pruessner, D. Louis Collins, “Appearance-based modeling for segmentation of 
hippocampus and amygdala using multi-contrast MR imaging”, NeuroImage, vol. 58, pp. 549–559, 2011.

[17] Courtney A. Bishop, Mark Jenkinson, Jesper Andersson, Jerome Declerck, Dorit Merhof, “Novel Fast Marching for 
Automated Segmentation of the Hippocampus (FMASH): Method and validation on clinical data”, NeuroImage, vol. 
55, pp. 1009–1019, 2011.

[18] Brian Patenaude, Stephen M. Smith, David N. Kennedy, Mark Jenkinson, “A Bayesian model of shape and appearance 
for subcortical brain segmentation”, NeuroImage, vol. 56, pp. 907–922, 2011.

[19] Juan Zhou and Jagath C. Rajapakse, “Segmentation of subcortical brain structures using fuzzy templates”, NeuroImage, 
vol. 28, pp. 915 – 924, 2005.

[20] Rajendra A. Morey, Christopher M. Petty, Yuan Xu, Jasmeet Pannu Hayes , H. Ryan Wagner , Darrell V. Lewis , 
Kevin S. LaBar , Martin Styner , Gregory McCarthy, “A comparison of automated segmentation and manual tracing for 
quantifying hippocampal and amygdala volumes”, NeuroImage, vol. 45, pp. 855–866, 2009.

[21] P.S Windyga, “Fast impulsive noise removal”, IEEE Transactions on Image Processing, vol. 10, pp. 173 – 179, 2001.
[22] Gonzalez, R. C., & Woods, R. E. (2002). “Digital image processing”. NJ: Prentice Hall.
[23] Fedde van der Lijn, Tom den Heijer, M.B Monique, Breteler and W. J. Niessen, “Hippocampus segmentation in MR 

images using atlas registration, voxel classification, and graph cuts”, NeuroImage, vol. 43, pp. 708–720, 2008.
[24] L. Dice, “Measures of the amount of ecologic association between species”, Ecology, vol. 26, pp. 297-302, 1945.
[25] Warfield, S.K., Zou, K.H. ; Wells, W.M., “Simultaneous truth and performance level estimation (STAPLE): an 

algorithm for the validation of image segmentation”, IEEE Transactions on Medical Imaging, vol. 23, pp. 903 – 921, 
2004.

[26] Lotjonen J, Wolz R, Koikkalainen J, Julkunen V, Thurfjell L, Lundqvist R, Waldemar G, Soininen H, Rueckert D; 
“Alzheimer's Disease Neuroimaging Initiative, Fast and robust extraction of hippocampus from MR images for 
diagnostics of Alzheimer's disease”, NeuroImage, vol. 56, pp. 185-196, 2011.

[27] Mohammad-Reza Siadat, Hamid Soltanian-Zadeh, Kost V. Elisevich, “Computers in Biology and Medicine”, vol. 37, 
pp. 1342 – 1360, 2007.


